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⍺S(MZ) from PDF fits and collider processes
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Pinning down ⍺S(MZ) in the LHC era

The strong coupling is one of fundamental 
parameters of the Standard Model

 Pinning down ⍺S(MZ) with high precision 
of utmost importance both from the theory 
and phenomenology points of view

G. Salam 17
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Pinning down ⍺S(MZ) in the LHC era

The strong coupling is one of fundamental 
parameters of the Standard Model

 Pinning down ⍺S(MZ) with high precision 
of utmost importance both from the theory 
and phenomenology points of view

G. Salam 17

Here I (very) briefly discuss status of 
⍺S(MZ) determinations from high-energy 
collisions

 These include “PDFs”, “Collider”, and 
“Event shapes” (see also Sven’s talk)

nb the categorisation is ambiguous: PDF 
fits already include a lot of collider data

Not a review, just to trigger discussion!
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Based on around 4000 data points from O(15) different processes, in all of them using exact NNLO theory
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PDFs + collider determinations 
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Modern global PDF fits include a wide variety of lepton-proton and proton-proton collider data, 
including several processes that provide a direct handle on the strong coupling

NNPDF 18

global fit result

``collider’’

``collider’’

``collider’’



Based on around 4000 data points from O(15) different processes, in all of them using exact NNLO theory
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Modern global PDF fits include a wide variety of lepton-proton and proton-proton collider data, 
including several processes that provide a direct handle on the strong coupling

NNPDF 18

global fit result

``collider’’

``collider’’

``collider’’

Note that a PDG-like value of ⍺S(MZ) is preferred by the majority of the most sensitive processes in the fit 



No systematic way to account for theory errors from MHOUs in the fitted ⍺S(MZ) - but see 
encouraging preliminary results in the backup

Dependence on methodological settings: e.g. parametrisation, definition of PDF uncertainties

Dependence on theoretical settings, e.g. differences in heavy quark treatment dominate spread 
between NNPDF3.1/MMHT14 and ABM16
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PDFs + collider determinations 
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Limitations and Challenges 

NNPDF 18

NNPDF3.1:

Uncertainty dominated 
by MHOUs, estimated

as (NNLO-NLO)/2

Competitive (and compatible)
with current PDG average



Does not fully account for correlations between PDFs (treated as external input), the fitted collider 
data, and the resulting ⍺S(MZ)

By construction, cannot be competitive with global fit, since only based on a subset of all available 
data - but perhaps this could be offset by the superior robustness of a single-process determination?
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PDFs + collider determinations 
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Limitations and Challenges 

Klijnsma et al 17, 
also CMS 13 

Direct determination 
of ⍺S(MZ)  from top quark pair 

inclusive cross-sections 

Allows careful estimates
of theory uncertainties in
particular from MHOUs 



Sensitive to modelling of hadronisation and related non-perturbative effects

Getting a 1% error on ⍺S(MZ) from a measurement where NP effects range between 5% to 15% !
requires very careful understanding of NP phenomena
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Event shapes in e+e- collisions
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Limitations and Challenges 

Salam 17 

Experimentally very clean measurements

Perturbative calculations available up to high 
orders and with resummation included 

Most accurate determinations (from SCET) far 
from the PDG average



Collider measurements of ⍺S(Q) in the TeV scale are sensitive to new bSM coloured sectors in a 
model-independent way

Experiments should provide both direct measurements of  ⍺S(Q) (from top, jets, Z pT) as well as the 
resulting extrapolation down to MZ assuming the QCD running
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Beyond MZ : the running coupling in bSM scenarios
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Becciolini et al 14 
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resulting extrapolation down to MZ assuming the QCD running

 10

Beyond MZ : the running coupling in bSM scenarios
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Becciolini et al 14 

CMS 16 

Determination from the inclusive multi jet cross-sections at 8 TeV



Additional material
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Global PDF fits with MHOU estimates
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Figure 4.2. Same as Fig. 4.1 for the NLO global fits.

As we can see from these results, the e↵ects of MHOUs are reduced when going from NLO to
NNLO: in all cases the shifts due to scale variations are smaller, or at most compatible, with
the PDF uncertainties, and both for the gluon and for the quarks. Interestingly this e↵ect is
particularly noticeable at small-x, where now the impact of varying µR and µF is essentially
negligible. In the case of quarks, the shifts induced by the scale variations are much smaller
than the PDF errors in the entire range of x, suggestion that theory errors should be negligible
for the DIS-only fits. The only region where theory uncertainties seem to be comparable to the
PDF ones are for intermediate values of x for the gluon and the charm PDFs.

Therefore we can clearly see that, for a fixed dataset, going from NLO to NNLO markedly
reduces the impact of MHOUs both at the level of �2 variations and at that of the PDFs. While
this result was indeed expected, this is the first time that it has been explicitly demonstrated.
We perform additional comparisons in this respect in the next section.

4.3 Interplay between PDFs and theory uncertainties

At this point, we can combine the results presented in the previous section and discuss the quan-
titative interplay between PDF and the MHO-induced theory uncertainties. In the following,
we will define theory uncertainties as those stemming from the scale variations, with the caveat
that this is only a specific case, and that in principle other types of theory errors such as the
parametric uncertainties from the values of ↵s(mZ) and mc used in the fit.

To begin with, in Fig. 4.4 we show the comparison between PDF and the theory MHO
percentage uncertainties in the NNPDF3.1 NLO fits for the gluon, up quark, down antiquark,
and charm PDFs at Q = 100 GeV In both cases, we show the results for the DIS-only fits as well
as for the global fits. The theoretical uncertainties from scale variations have been computed
using the seven point method, as discussed in Sect. 2, taking the envelope defined by the most
extreme variations in the two directions, see also Figs. 4.1 and 4.2. All variations are normalised
to the corresponding central value.

From this comparison we find that not only PDF uncertainties decrease when enlarging the
dataset from DIS-only to global, but also the corresponding theory MHO decreases in most
cases. This e↵ect is specially marked for the gluon PDF, where both at small-x and at large-x
there is a reduction of the theory uncertainties. So this is an interesting e↵ect which highlights

24

NNPDF preliminary

At NLO, MHOUs are comparable if not larger than nominal PDF errors in the global fit

Can be estimated by means of fits with scale-varied theories

Construct a combined exp+th covariance matrix which allows to propagate MHOUs from the theory 
calculations to the fitted PDFs

A determination of ⍺S(MZ)  
from a global PDF fit 

taking into account MHOUs
is now within reach
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Impact of individual processes

Even processes with few data points can provide stringent constraints on the fitted ⍺S(Q) value

For instance, the O(100) points from Z pT data dominate over the O(1000) points from HERA data

Figure 3.5. The NNLO cumulative di↵erences, �2
p(↵s) � �2

p(0.1185), between the partial �2
p values

evaluated at ↵s (mZ) and at best-fit value ↵s (mZ) = 0.1185 for di↵erent families of processes.

As expected, and discussed in the introduction and in Sect. 2.1, we find that the best-fit
values of ↵s (mZ) determined with the old method [?, ?] and with the new correlated replica
method are in good agreement, both for the global dataset and for the data subsets. The small
di↵erences in central values are most likely due to uncertainties related to the finite size of the
replica sample, which, as discussed in [?,?], can be non-negligible when the old method is used.
On the other hand, also as expected, neglecting the correlation between ↵s and PDFs as in
the old method leads in general to an underestimate of the uncertainty on ↵s. This e↵ect is
more marked for processes such as fixed-target Drell-Yan and neutrino DIS that have a limited
sensitivity to ↵s, because in this case the di↵erence in length of the semi-axes of the error ellipse
in Fig. 1.1 is large.

This determination of ↵s (mZ) from the total �2 also o↵ers a complementary way of quan-
tifying how much each family of processes constrains the final best-fit value, by plotting the
contribution of each data subset to the total �2. Specifically, we show in Fig. 3.5 the cumulative
di↵erences at NNLO, �2

p(↵s) � �2
p(0.1185), between each partial �2

p and its value computed at
the global best-fit ↵s (mZ) value, neglecting cross-correlations between di↵erent data subsets. In
this plot, the di↵erence is set to zero whenever it is negative, i.e. for each curve in the ↵s (mZ)
range between the global minimum and the minimum for the given data subset.

From this comparison, we observe that the LHC data significantly contribute to constraining
↵s. In particular, it is interesting to note that the 13 data points from top-quark pair production
lead to a significant contribution to the total �2 away from the best-fit, even though the global
dataset contains almost 4000 data points. Similar considerations apply to the Z pT distributions.
This means that there is a small range of values of ↵s where these two groups of processes are
consistent with the rest of the data entering the fit, thereby providing a tight constraint on ↵s.

3.2 Methodological uncertainties

In view of the rather small experimental uncertainty on the final value of ↵s (mZ), Eqs. (3.1)–
(3.2), we need to assess possible uncertainties associated to the various aspects of our methodol-
ogy described in Sect. 2. Specifically, we discuss here the methodological uncertainties associated
to c-replica selection, batch minimization, the quadratic approximation to �2 profiles, and the
treatment of correlated systematics.

The replica selection algorithm determines an optimal value of Nmin, the minimal number of
↵s for which results must be available for a given c-replica to be selected. We have varied this
value from its minimum Nmin = 3 (needed in order to fit a parabola) to a high value Nmin = 18
(meaning that at most three values ↵s can be missing in order for a c-replica to be retained).
Results for the number of c-replicas passing the criterion and the ensuing value of ↵s are collected

12


