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Outline.

INTRODUCTION

RESULTS

• What are theory errors?
• How can we estimate them?
• Why is it relevant to include them in a PDF fit?

• How can we include MHOU in a PDF fit?
• Can we validate our estimation?

• What is the impact on the PDFs at NLO and NNLO?
• What is the impact on the phenomenology?

METHODOLOGY AND 
VALIDATION
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INTRODUCTION

• What are theory errors?
• How can we estimate them?
• Why is it relevant to include them in a PDF fit?

“We are not strangers, only the introduction is missing” 
(Jesus Apolinaris)
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PDF

FIT

THEORYMETHODOLOGYDATA

Motivation.

JHEP08(2016)009

JHEP12(2022)066

https://doi.org/10.1007/JHEP08(2016)009
https://doi.org/10.1007/JHEP12(2022)066
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Definition of the problem.
Deep Inelastic Scattering (DIS)

F(Q) = ̂σ(Q) ⊗ U(Q, Q0) ⊗ f(Q0)

Partonic cross sections are computed in perturbation theory

DGLAP evolution operator evolves the PDFs from  to 

Anomalous dimensions inside DGLAP operator are computed in perturbation theory

Q0 Q

̂σNLO = ̂σ(0) + αs ̂σ(1) + 𝒪(α2
s )

γNLO = αsγ(0) + α2
s γ(1) + 𝒪(α3

s )

MHOU

How can we estimate them?

(Missing Higher Order Uncertainties)
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Scale Variations

FNLO(μf = κfQ, μr = κrQ) − FNLO(μf = Q, μr = Q) = 𝒪(NNLO)

Theory errors: estimation.

 is the most common choiceκf , κr ∈ (0.5, 2.0)

Factorization scale

UNLO(Q, Q0) → UNLO(Q, Q0, κf )

Estimates MHOU of anomalous dimensions

Renormalization scale
Estimates MHOU of partonic cross sections

̂σNLO(Q) → ̂σ(Q, κr)
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“Truth has nothing to do with the conclusion, and everything to do with the methodology” 
(Stefan Molyneux)

METHODOLOGY 
AND VALIDATION

• How can we include MHOU in a PDF fit?
• Can we validate our estimation?
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MHOU in a PDF fit: 
the theory covmat.

FIT WITHOUT THEORY ERRORS FIT WITH THEORY ERRORS

χ2 ∝ (Di − Ti)(C + S)−1
ij (Dj − Tj)χ2 ∝ (Di − Ti)C−1

ij (Dj − Tj)

Pseudodata replica ∝ C Pseudodata replica ∝ C + S

Also, for a NNPDF fit…

Minimization of a loss function depending on

Fit through a Neural Network

Delivery of a Montecarlo sample of fits on replicas 

Datapoints D
Predictions T
Exp. Covmat C

How to use it



How to construct it
Factorization scale correlates all the points

Renormalization scale correlates points belonging to the same process

DIS NC
DIS CC

TOP
DY NC
DY CC

SINGLETOP
JETS

PHOTON
DIJET 144

53
356

17
246

528
63

552
1.593
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MHOU in a PDF fit: 
the theory covmat.

Sij = nm ∑
Vm

(F(κf , κra) − F)
ia
(F(κf , κrb) − F)

jb
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How do they look like?
C S C + S

NLO

NNLO
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Validation: is it reproducing the known MHOU?

(
SNLO

ii

FNLO
i ) × 100

( FNNLO
i − FNLO

i

FNLO
i ) × 100

Most of the predictions are currently known up to : 
we can test the NLO MHOU !

𝒪(NNLO)
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“We're always, by the way, in fundamental physics, always trying to investigate those 
things in which we don't understand the conclusions. After we've checked them enough, 

we're okay” 
(Richard P. Feynman)

RESULTS

• What is the impact on the PDFs at NLO and NNLO?
• What is the impact on the phenomenology?
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PDF central values change: NLO.
g Σ

V T3
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PDF central values change: NNLO.
g Σ

V T3
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The perturbative convergence : NLO vs NNLO.
g

Σ
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PDFs comparison in phenomenology.
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NLO-MHOU is 
closer to NNLO than 

NLO-CENTRAL!

Using these MHOU PDF sets still requires the addition of the usual MHOU in the partonic cross sections 
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Conclusions.

Thanks for your attention!

• Thanks to scale variations it is possible to estimate MHOU while, thanks to the theory covmat 
formalism, it is possible to include such estimation in a PDF fit

• Including MHOU in a PDF fit is necessary to have faithful uncertainties and central values

• The perturbative convergence from NLO to NNLO improves once theory errors are accounted for 


