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IV: VALIDATION AND TESTING

GAUSSIANITY
— THE “HESSIAN” PROJECTION
— ASSESSING (GAUSSIANITY

CLOSURE TESTING
— THE CLOSURE TEST AND ITS METRICS
— THE NATURE OF UNCERTAINTIES

FUTURE TESTING
— THE IDEA
— THE RESULTS

CORRELATIONS
— THE NATURE OF PDF CORRELATIONS
— DATA-INDUCED VS. METHDOLOGY-INDUCED CORRELATIONS



GAUSSIANITY



MULTIGAUSSIAN REPRESENTATION

e PARAMETRIC REGRESSION = MAP MULTIGAUSSIAN IN PARAMETER SPACE
“HESSIAN” => C,i_jl = 0;9,;x°

e HESSIAN REPRESENTATION OF MC POSTERIOR:
— SAMPLE k-TH PDF REPLICA OVER SET OF N, POINTS fi(k) (z;)
¢ runs over PDF flavors; {ij} = {p}, p=1,..., N, X Ny
k 0 G ek
Xpr = £7(x5) = £ (25)s £17(25) = (£ (25)) REPLICA AVERAGE

(2 (2 (2

— Cpp = +— X X" (Cholesky)

Ivrep

— X =USV?"; U = EIGENVECTORS OF C' N, X N,¢p; S = DIAGONAL NONZERO
EIGENVALUE SQRT MATRIX; V' = ORTHOGONAL N;e¢p X Nyep (SVD)

- C=+—XX"= +—(US)(US)" = KEEP LARGEST EIGENVALUES
rep rep




MULTIGAUSSIAN REPRESENTATION vs. MONTECARLO
PDF CORRELATIONS

Correlations @ 8 GeV for Correlations @ 8 GeV for
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Correlations for NNPDF3.0 NLO
Prior N, =1000 @ Q=100 GeV

COMPRESSION
MONTECARLO

Correlations for NNPDF3.0 NLO
Compressed N,.=50 @ @=100 GeV
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SELECT SUBSET OF THE COVARIANCE MATRIX
CORRELATED TO A GIVEN SET OF PROCESSES

PERFORM SVD ON THE REDUCED COVARI-
ANCE MATRIX, SELECT DOMINANT EIGENVEC-
TOR, PROJECT OUT ORTHOGONAL SUBSPACE

ITERATE UNTIL DESIRED ACCURACY REACHED

15 EIGENVECTORS DESCRIBE ALL HIGGS
MODES + JETS + W, Z PRODUCTION

1.0
0.8
0.6
0.4
0.2
0.0
-0.2
-0.4
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-0.8
=1.0

Ratio to MC900_nlo

1.04

1.02+

1.00+

0.98 1|

0.96

CONSTRUCT A VERY LARGE REPLICA SAMPLE

SELECT BY GENETIC ALGORITHM A SUBSET OF
REPLICAS WHOSE STATISTICAL FEATURES ARE
AS CLOSE AS POSSIBLE TO THOSE OF THE PRIOR

=> FOR ALL PDFS ON A GRID OF POINTS/ / MIN-
IMIZE DIFFERENCE OF: FIRST FOUR MOMENTS,

CORRELATIONS; OUTPUT OF KOLMOGOROV-
SMIRNOV TEST (NUMBER OF REPLICAS BETWEEN
MEAN AND o, 20, INFINITY)

50 COMPRESSED REPLICA REPRODUCE 1000
REPLICA SET TO PRECENT ACCURACY

MULTIGAUSSIAN

ggh_pt_13tev_larger(NLO) ggh_pt_13tev_larger(NLO)

115

1.00f

Ratio to MC900_nlo

1 2 3 4 5 6 7 8 10
bins



GAN ENHANCEMENT

CAN WE FURTHER REDUCE THE NUMBER OF COMPRESSED REPLICAS WITHOUT LOSS OF
INFORMATION? GENERATIVE ADVERSARIAL NETWORKS

I

TRUE PDF DISCRIMINATOR

(al,0%, - am) Vok 3 {log[D(a)] + logl1 — D(G(=))]} ﬁ

GENERATED
PDF

PREDICTED
LABELS

RANDOM GENERATOR
e Vom X logll — D(G())]
=

{21,22,"',Zm}

TUNING

e TRAIN A NETWORK TO SIMULATE THE TRUE DISTRIBUTION (GENERATOR)

e TRAIN A NETWORK TO DISCRIMINATE TRUTH FROM SIMULATION (DISCRIMINATOR)
e TRAIN THE GENERATOR TO TRICK THE DISCRIMINATOR



GAN ENHANCEMENT

e ENHANCE THE STARTING PDF SET BY ADDING GAN-PDFS TO IT
e PERFORM COMPRESSION OF THE ENHANCED SET
PERFORMANCE

0.19 COMPressor vs. pyCompressor performance
. 1

— Standard ERFs
—— Synth. Nc=70
Synth. Nc=90

0.18 Synth. Nc=100
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ENHANCED: NUMBER OF REPLICAS CUT IN HALF FOR SAME TARGET ACCURACY



ARE UNCERTAINTIES GAUSSIAN?

e REPLICA HISTOGRAM ¢-TH DATAPOINT z; FROM MC = CONTINUOUS DISTRIBUTION WITH KDE
Nrep

— POINT = KERNEL: P(2) = +— >, 'F K (2 — %);
rep =
N2
— Gaussian kernel K(z — z;) = h\}ﬁ exp (—%)

— Silverman bandwidth A = o; (%) ® = MINIMIZES DIFFERENCE TO GAUSSIAN
rep

e DEFINE KULLBACK-LEIBLER DIVERGENCE

_ [o© P(x)

DKL = f_oo P(x) ln W dZU
BETWEEN A PRIOR P AND ITS REPRESENTATION ()

e COMPUTE Dgki1, MC PRIOR VS REPRESENTATION & MC PRIOR VS GAUSSIAN

e REPRESENTATIONS: MULTIGAUSS OR

10° Kullback-Leibler divergence (all)

¢ PDF4LHC15_nlo_100
¢ PDF4LHC15_nlo_mc

Dy (Prior|Compressed)

107

1072 107
Dy (Prior|Gaussian)

e Dx1, TO GAUSSIAN GENERALLY SMALL

® ONLY FOR FEW POINTS COMPRESSION MORE EFFICIENT THAN MULTIGAUSS CONVERSION



PDF UNCERTAINTIES: DATA



THE CLOSURE TEST:
THE BASIC IDEA

POSTERIOR REPLICA DISTRIBUTION = APPROXIMATELY GAUSSIAN

CAN DETERMINE CONFIDENCE LEVEL OF TRUTH ABOUT PREDICTION

— DATA SPACE
* IN SAMPLE (USED FOR TRAINING)
* OUT OF SAMPLE (PREDICTIONS)

— PDF SPACE
MEASURABLE BASED ON ASSUMED UNDERLYING TRUTH = RUNS OF THE UNIVERSE

no GAUSSIAN CONFIDENCE INTERVAL: &,, = erf ( f )
O'

no — CONFIDENCE INTERVAL; o9 = WIDTH OF GAUSSIAN

STATISTICAL INDICATORS
BIAS b= L 57T (Gi(f) — 20)°
(Gi(f) = (G:(f)) = m Z;\]—riphcas gi(fj) prediction, z; true);
NORMALIZED: G(f) — 2|2,

p01nts

C' COVARIANCE MATRIX:
— DATA => FROM EXPERIMENT
— PDF = FROM REPLICAS
N.. .
VARIANCE v = m >0 025 04 = ((Gi(f) — (Gi(£)))?); NORMALIZED

v =[G(f) — (G())E

BIAS-VARIANCE RATIO Ry, = \/g : AVERAGED OVER RUNS OF THE UNVERSE (RUS)

EMPIRICAL CONFIDENCE LVL {po = 77— >, pomts I o mo) ({Gi(f)) — 2i) OVER RUS

p01nts



CLOSURE TEST IMPLEMENTATION
ASSUME UNDERLYING “TRUTH” PDF (SAY A RANDOM PDF REPLICA)

GENERATE DATA ACCORDING TO STATISTICAL AND CORRELATED SYSTEMATICS
(sAY FOR NNPDF4.0 DATASET)

DETERMINE PDFS & COMPARED TO “TRUTH” BASED ON INDICATORS

THE NATURE OF UNCERTAINTIES

LEVEL O:
— EACH DATAPOINT EQUAL TO THE “TRUTH VALUE”; ZERO UNCERTAINTY

— FIT — MUST FIND X2 — 0 (GET BACK “TRUTH”)

— X2 ~~ 0 BOTH REPLICA TO REPLICA AND AVERAGE TO TRUTH
— INTERPOLATION /EXTRAPOLATION UNCERTAINTY

LEVEL 1:

— EACH PSEUDO- DATAPOINT IS OBTAINED AS A RANDOM FLUCTUATION WITH GIVEN
COVARIANCE MATRIX ABOUT “TRUTH”
= “RUN OF THE UNIVERSE”

— FIT DATA OVER AND OVER AGAIN
— X2 ~~ 1 BOTH REPLICA TO REPLICA AND AVERAGE TO TRUTH
— FUNCTIONAL UNCERTAINTY

LEVEL 2:
— DATA AS IN LEVEL 1
— GENERATE DATA REPLICAS OF THESE “DATA”
— FIT PDF REPLICAS TO DATA REPLICAS
— x2 & 2 REPLICA TO REPLICA; X2 =~ 1 AVERAGE TO TRUTH
— DATA UNCERTAINTY



UNCERTAINTIES: TYPE AND SIZE
CLOSURE TEST RESULTS (NNPDF4.0)

LEVEL O %2 VS TRAINING

n3fit: chi2 vs epoch number

e LEVEL O (TRUTH DATA) = x? ~ 0, YET UNCERTAINTY

NONZERO

—> NEURAL NETS < MANY FUNCTIONAL FORMS o

e LEVEL 1 (RUNS OF UNIVERSE) = REPLICAS ALL FITTED TO
SAME DATA,

YET UNCERTAINTY NONZERO

=> DITTO
e LEVEL O, 1 AND 2 UNCERTAINTIES COMPARABLE IN SIZE

LEVEL O/1/2 UNCERTAINTIES

ANTIDOWN GLUON
dbar at 1.65 GeV

1.20 - g at 1.65 GeV

1.20

1.15 1.15 4

1.10 A 1.10 -

1.054 - 1.05 4

1.00 { 1.00 -

0.95 A 0.95 4

0.90 - 0.90 1

0.85 0.85 1

0.80 -

0.80 T T T 1 .
10~ 107 1073 1072 107t 10°



DATA-SPACE, DATA COVARIANCE MATRIX, OUT-OF-SAMPLE

TESTING: THE INDICATORS

BIAS / VARIANCE RATIO AND ONE-o QUANTILE
PDF-SPACE & COV MATRIX

b /v (data)  orf(Rpy /v/2)
Dataset
DY 0.99 +0.08 0.69 4+ 0.02 0.69 +0.04
Top-pair 0.754+0.06 0.75+0.03 0.82 £+ 0.03
Jets 1.14 +£0.05 0.63 4+ 0.03 0.62 4+ 0.02
Dijets 0.994+0.07 0.70 £0.03 0.69 + 0.04
Direct photon  0.71 £0.06 0.81 4 0.03 0.84 4+ 0.03
Single top 0.87+0.07 0.69+0.04 0.75 4+ 0.04
Total 1.03 £0.05 0.68 +0.02 0.67 + 0.03

25 “UNIVERSE RUNS”, 45 REPLICAS EACH

IN-SAMPLE DATA: PRE 2015

OUT OF SAMPLE DATA: 2015-2020, mostLY LHC

PDFsS HIGHLY CORRELATED => SAMPLED AT 4 POINTS EACH

gpdf)

flavour
> 0.82 +0.04
g/ 0.70 & 0.05
0.65 + 0.05
V- 0.63 = 0.05
Vg 0.72 +£0.04
T3 0.71 +0.05
TS 0.71 &+ 0.05
Total 0.71 + 0.02




TESTING: THE INDICATORS

DISTRIBUTION OF DEVIATIONS FROM TRUTH
DATA SPACE (OUT OF SAMPLE) PDF SPACE

—— Normal distribution =—— Normal distrib.utic.:m .

0.40 1 B Central prediction distribution 0.5 I I [ Central PDF distribution
0.35 1 ' |
0.30 - 0.4 _ I I
0.25 -

0.3 A
0.20 -
0.15 - 0.2
0.10 A

0.1 -
0.05 A
0.00 - 0.0 ! |

-4 -2 0 2 4 -4 -2 0 2 4
Difference to underlying prediction Difference to input PDF

e PDF-SPACE MORE NOISY THAN DATA SPACE



ASIDE: ERRORS IN MC ESTIMATES
THE JACKNIFE /BOOSTRAP METHOD

GIVEN Ns; ESTIMATES x’ OF z, COMBINED ESTIMATE 7 = () %+ 0,
Nes .. 2
(@) = 3= =t ats 0 = ((x — (2))?).

GIVEN A MC SAMPLE OF ESTIMATES, EXTRACT RANDOMLY 1 < Nest FROM IT
WITH REPLACEMENT — EXTRACTIONS INDEPENDENT, REPETITIONS ALLOWED
JACKNIFE: 1 = Nest — 1

REPEAT EXTRACTION Np TIMES = [N, SAMPLES OF 1 REPLICAS
COMPUTE AVERAGE FOR EACH EXTRACTED n-REPLICA SAMPLE

AVERAGE OF THESE EQUAL TO THE STARTING SAMPLE AVERAGE

COMPUTE <£U> FROM FULL SAMPLE, ESTIMATE UNCERTAINTY ON IT FROM VARIANCE
OF BOOTSTRAP EXTRACTIONS



PDF UNCERTAINTIES:
EXTRAPOLATION



FUTURE TESTS

IDEA: USE (REAL) HIERARCHICAL DATASETS
Kinematic coverage

e datasets pre HERA A
10’4 + datasets pre LHC A
4 NNPDF40 datasets

0* 103 102 10t 10

e DEFINE “PRE-HERA”, “ PRE-LHC” AND “CURRENT” DATASETS
EACH LATER DATASET IS EXTRAPOLATION OF PREVIOUS

e DETERMINE PDFS & COMPARE TO “FUTURE” DATA

e COMPUTE X2 TO FUTURE DATA:
— WITHOUT PDF UNCERTAINTIES = IF > 1, MISSING INFORMATION

— WITH PDF UNCERTAINTY = IF ~ 1, TEST PASSED
MISSING INFO REPRODUCED BY UNCERTAINTY



ASSESSING EXTRAPOLATION UNCERTAINTIES
FUTURE TEST RESULTS (NNPDF4.0)

x>: FITTED VS EXTRAPOLATED: WITHOUT/WITH PDF UNC.
| PRrOCESS | PRE-HERA | PRE-LHC | NNPDF4.0 |
| FT DIS (NC) | 1.05 | 1.18 | 1.23 |
| FTDIS (CC) | 0.80 | 085 | 0.87 |
| FTDY | 0.92 | 1.27 | 1.59 |
| HERA | 27.20/1.23 | 1.22 | 1.20 |
| CoLL. DY (TEV.) | 5.52/1.02 | 099 | 1.11 |
| CoLL. DY (LHC) | 18.91/1.31 | 2.63/1.58 | 1.53 |
| Top guark | 20.01/1.06 | 1.30/0.87 | 1.01 |
| JETS | 2.69/098 | 2.12/1.10 | 1.26 |
| ToraL ouT OF saMPLE | 19.48/1.16 | 2.10/1.15 | - |
strange PDF
p
s at 1.65 GeV HERA F2
HERA I+Il inclusive NC e*p 920 GeV Q (GeV) = 1.871
7! pre-HERA (68 c.l.+10) & Dats
! pre-LHC (68 c.l.+10) 1.41 PreHera fit
1 NNPDF4.0 (68 c.l.+10) NPOF4. i
124
g1.o— ] i
2 }}f L
0.8 A \l\\\
S
0.6 1 i\\‘l\
\. Q (Gev) = 1.871
0.4 -t
T T Y

PDFS ARE FUTURE-COMPATIBLE!



PDF CORRELATIONS



CORRELATION BETWEEN MODEL FEATURES

example: up vs down PDF's
COVARIANCE: Covlu, d|(z,z") = (u(z, Q3)d(z’, QF)) — (u(=z, QF))(d(z’, QF));
Covu,d](x,z’)
\/Var[u](m)Var[d](m’)

COMPUTATION IN MC APPROACH: (u(z,Q2)d(z',Q2)) = & SN | u("(z,Q3)d™ (z', Q3);

u(") (z, Q3) REPLICAS

CORRELATION: plu,d|(z,z’) =

e CORRELATION INDUCED BY DATA, THEORY (E.G. SUM RULES),
METHODOLOGY (E.G. ASSUMPTIONS ON EXTRAPOLATION)

e USED E.G. TO ASSESS CORRELATION BETWEEN SIGNAL AND BACKGROUND PROCESSES

PDF-INDUCED CORRELATIONS
BETWEEN HIGGS SIGNAL & BACKGROUND PROCESSES (HXSWG, YR2, 2011)
Higgs in gluon fusion vs. W production
w

" NNPDF2.1 ———
CT10 LHC HIGGS XS WG 2011
MSTWOS - - -
PDF4LHC Average
HERAPDF1.5

GJRO8 — - -
ABKMOS — — -




CORRELATIONS BETWEEN MODELS

CORRELATE PDFS IN DIFFERENT SETS

example: up NN model vs down parametric model

Cov[u®,d"|(z,2") = (uN(z,QF)d" (z', Q) — (u" (z, QF))(d" (z’, Q7))
S-CORRELATION VS F-CORRELATION
p[u™N, u¥] DIFFERENT SETS, SAME PDF vs. p[u®,d"] SAME SET, DIFFERENT PDFS

SAME REPLICA MUST BE USED FOR NONZERO CORRELATION:

?
IF REPLICAS UNCORRELATED (u(z, Q2)d(z, Q%)) =L SN w(™ (2, Q2)d"") (z, Q%) = (u)(d)
THEN CORRELATION VANISHES

REPLICA CORRELATION
FIT PDF REPLICAS f\" ™) (z,Q2) & f{""7)(z, Q2) for all z, i TO SAME DATA REPLICA

COMPUTE COVARIANCE & CORRELATION USING

(u(z, QY)d(z, Q) = £+ N w™N(z,Q2)d"™ P (z, QF)



DATA vs METHOOLOGY CORRELATION

e NONZERO LEVEL-1 UNCERTAINTY = DATA REPLICA DOES NOT DETERMINE UNIQUELY THE
PDF REPLICA

e IN PRINCIPLE FULL CORRELATION: 7 <> DATA REPLICA AND 7’ <> LEVEL-1 (METHDOLOLOGY)
REPLICAS

REPLICAS (UP QUARK) u(""") (z, Q2);

&N, w2, Q) (@, Q3) — (up(@)] < | iy DN M, w7 (@, @3)d ) (2, QF) — (u)(d)

e IN PRACTICE METHODOLOGY CORRELATION NOT INCLUDED = CORRELATION LOSS
FULL VS DATA-INDUCED

NNPDF4.0
1.0 -
up(a) O down(b)
up(a) O down(a)
S 0.51
©
[
S 0.0-
.
o
O
= —0.51
10~> 104 103 102 1071 100



S-correlation

MEASURING METHODOLOGY DECORRELATION

SELF-CORRELATION: S-CORRELATION OF A PDF SET TO ITSELF
= F-CORRELATION OF A PDF TO ITSELF

USE TWO DIFFERENT SETS OF PDF REPLICAS FITTED TO
THE SAME DATA REPLICAS

(u(z, Q2)u(x, Q2)) = & SN w™ (2, Q2)u™"") (2, Q2)

DEVIATION OF CORRELATION FROM 100% MEASURES THE
CORRELATION LOSS = UNCORRELATED FUNCTIONAL UNCERTAINTY

HIGHER CORRELATION = MORE EFFICIENT METHODOLOGY

up quark gluon
1.0- ! 1.0- 9
NNPDF4.0 O NNPDF4.0 NNPDF4.0 O NNPDF4.0
NNPDF3.1 O NNPDF3.1 NNPDF3.1 O NNPDF3.1
0.8 NNPDF3.1 O NNPDF4.0 0.81 NNPDF3.1 O NNPDF4.0
5
0.6 S 0.6
©
g
0.4- S 0.4
n
0.2 0.2
0.0 : ! ! ! . 0.0 : . . .
105 104 10-3 102 10-! 10° 10-5 10 10-3 102 10-1

10°



